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ABSTRACT 

The parameter estimation method that based on the minimum residual sum of squares is unsatisfactory in the 

presence of multi collinearity. In (1970) Hoerl and Kennard introduced an alternative estimation approach which is called 

the ridge regression (RR) estimator. In RR approach, ridge parameter plays an important role in the parameter estimation. 

Many researchers are suggested various methods for determining the ridge parameter for the RR approach and the 

ygeneralized their methods to be applicable for the logistic ridge regression (LRR) model. Schaeffer et al. (1984) was the 

first who proposed a LRR estimator. In this article, new methods for choosing the ridge parameter for logistic regression 

(LR) are proposed. The performance of the proposed methods are evaluated and compared with other models that having 

different previously suggested ridge parameter through a simulation study in terms of mean square error (MSE). The 

developed technique in this communication seems to be very reasonable because of having smaller MSE. The results from 

the simulation study generally show that all the LRR estimators have alower MSE than the maximum like lihood(ML) 

estimator and our suggested LRR estimators were superior in most of the cases. 

KEYWORDS: Logistic Regression, Maximum Likelihood, Monte Carlo Simulations, MSE, Multicollinearity, Ridge 

Regression, Ridge Parameter 

INTRODUCTION 

The concept of multi collinearity was first introduced by Frisch (1934), which occurs when the independent 

variables in a multiple regression model are collinear. This problem, which isvery common in applied researches, causes 

high variance and instable parameter estimates when estimating both linear regression models using ordinary least 

squares(OLS) technique and the LR model using the maximum likelihood estimation (MLE) method. There are several 

ways to solve this problem. One popular way to deal with this problem is called the ridge regression that first proposed by 

[Hoerl and Kennard (1970)]. The RR is known as an efficient remedial measure for the linear regression model and the LR 

model. A lot of researches mainly focused on different ways of estimating the ridge parameter. The authors proved that 

there is a non-zero value of such ridge parameter for which the MSE for the coefficients β using the RR is smaller than 

theMSE of the OLS estimator or the ML estimator of the respective parameter. Many authors have worked with this area 

of research and developed and proposed different estimators for the RR parameter. To mention a few, Hoerl and Kennard 

(1970a), Hoerl et al. (1975),McDonald and Galarneau (1975), Lawless and Wang (1976),Schaeffer et al. (1984),Khalaf and 

Shukur (2005), Alkhamisi et al. (2006), and Muniz and Kibria (2009). 
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The main goal of this paper is to suggest some new methods for choosing the ridge parameter k for LR.                     

The performance of these proposed methods is evaluated by comparing them with other previously suggested models that 

having different ridge parameter based on a simulation study in terms of MSE. Very promising results for our suggested 

methods are shown. 

METHODOLOGY  

In this section we propose some LRR estimators for estimating the ridge parameter k based on the work of Hoerl, 

Kennard and Baldwin in (1975), Schaefer et al. in (1948) and Dorugadein (2010). 

Model and Estimation 

Logistic regression is a widely used statistical method, the ith value ofthe vector of the response variable��×�of 

the regression model is Bernoulli distributed with the following parameter value: 

                                                                                                                                     (1) 

Where x� = [1, x��, x��, x�
, … x��]′is the ith row of data matrix X�×(���) which is a vector of p independent 

variables and constant,β = (β�, β�β� … , β�)′ is (p+1)×1vector of the coefficients (unknown parameters), n is the sample 

size. 

The most common method of estimating β is to apply the maximum likelihood estimation (MLE) approach, the 

ML estimator of β is given by: 

                                                                                                                           (2) 

Where W is a square matrix of order n with elementπ�(1 − π�),Z is an n×1 column vector with the ith elements: 

z� = logit[π,�(x�)] + ./0π,/
π,/(�0π,/). The asymptotic covariance matrix of the ML estimator equals: 

                                                                                                     (3) 

The MSE of the asymptotically unbiased β1234is: 

                                                                                                         (4) 

Where λ5 is the jth eigenvalue of the X'WX matrix. One of the drawbacks of using the MLE approach is that the 

MSE of the estimator becomes inflated when the independent variables are highly correlated because some of the eigen 

values will be small. As a remedy to this problem, caused by the multicollinearity, Schaefer et al. (1984) proposed the 
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following LRR estimator. 

                                                                                                        (5) 

 The MSE of the LRR estimator equals: 

                                                                                                         (6) 

There are several researcher mainly focused on different ways of estimating the ridge parameter k  [1][13]. 

The Ridge Parameter 

Estimating the value of the ridge parameter k is an important problem in the RR method. Many different 

techniques for estimating k have been proposed by various researchers. The RR estimator does not provide a unique 

solution to the problem of multi collinearity but provides a family of solutions, because here is no specific rule for how to 

choose the ridge parameter. These solutions depend on the value of K which is the diagonal matrix of the non-negative 

constants kj. A useful procedure uses K = kI, k>0. However, several methods have been proposed for the linear RR model, 

and these methods have been generalized to be applicable for the LRR model. The most classical RR parameters are 

summarized in Table 1. 

Table1: Some Common RR Parameters 

Author Ridge parameter 

Proposed  by Hoerl and Kennard (1970), k5 = σ,�
β15

�       j = 1,2, … p 

Proposed by Hoerl and Kennard (1970) k:; = σ,<
β1<=>?

, 

Suggested byHoerl, Kennard and Baldwin (1975)[4] k:;@ = pσ,�
β1 ′β1 = pσ,�

∑ B����C�
 

Proposed by Schaefer et al. (1984) kDEF = 1
β1�

GHI
 

Suggested  by Khalaf and Shukur (2005) kJK = σ,�
λGHI

(n − p − 1)σ,� + λGHIβ1�
GHI

 

Suggested  by Dorugade and Kashid (2010) kL = max M 0 , pσ,�
α, ′α, − 1

nOVIF5SGHI
T 

 
Whereσ,�  is the residual variance of the raw residuals divided by the degrees of freedoms (n − p −1), λGHI is the 

largest eigenvalue of the matrix X′X and VIF5 = �
�0EU<is the variance inflation factor of the jthregressor. 
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New Proposed Ridge Parameter 

In this section, three different methods of specifying the ridge parameter k will be proposed. Those three methods 

are considered to be a modification of three others ridge parameters proposed elsewhere. Our main goal is to give three 

new estimators with smaller MSE value compared with other previously suggested ridge estimators. The first new 

proposed ridge parameter, VWX�, and hence its estimator is a modification of the estimator which is proposed by [Dorugade 

(2010)]. The mathematical formula of VWX� is as follows: 

                                                                                            (7) 

Whereβ1 is the ML estimator of β.By squaring the term Y �
�OZ[\US=>?

], the value of  ridge parameter will be 

increased, and as a consequence the bias of theproposed estimator will be also increased, and this will reduce the MSE 

ofthe corresponding ridge estimator. 

The second and the third modified ridge parameters are given by the following formulas:  

                                                                                                                     (8) 

                                                                                                                        (9) 

The VWX^ ridge parameter is an enhancement of the ridge parameter which is given by [Hoerl, Kennard and 

Baldwin] in (1975). While VWX_ is a modification of the ridge parameter which is suggested by [Schaefer et al.] in (1948). 

 Our goal is to multiply those two previously suggested ridge parameters by the termY �
�OZ[\US=>?

]à
, which is often 

greater than one. So the value of the bias of the two new suggested estimators will be increased, and this will give an 

opportunity for a large reduction of the MSE criterion of the two new suggested ridge estimators. 

Simulation Study 

In this section, the performance of the three suggested ridge estimators is evaluated over several different ridge 

estimators. Since a theoretical comparison is not possible, a simulation study is conducted in this section. The design of a 

good simulation study is depended on:  

• What factors are expected to affect the properties of the estimators under investigation, and 

• What criteria are being used to judge the results. 

Factors Affecting the Properties of Estimators 

In this section, a brief description of the selected factors that is used in the simulation study with different values 
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will be presented. 

• The Strength of Correlation among the Predictor Variables (b^) 

The most obvious factor that affects the properties of the different estimators is the degree of correlation between 

the independent variables. The four different degrees of correlation that are used in this simulation study are:  

ρ� = 0.70, 0.80, 0.90 and 0.95. 

• The Number of Independent Variables(P) 

Another factor that has an obvious effect on the evaluation of the estimators is the number of independent 

variables. The main interest of varying this factor is to see which ridge parameter is the best for specific number of 

independent variables. In most simulation studies the proposed ridge estimator is calculated using a fairly low number of 

predictor variables (2 and 4 is the most common selected value of p)[14]. Hence, there is a need to conduct an investigation 

where more variables are considered to see the effect of increasing the number of independent variables on the 

performance of the ridge estimators. The number of independent variables that is used in the simulated models is equal to 

2, 3, 4, 5, 10. 

• The Sample Size (n) 

Another consideration that is taken into account is the sample size n.Actually, when comparing different 

estimation methods, increasing the n is supposed to have a positive effect on the MSE, as increasing the n leads to a lower 

variance of the estimated parameters. Therefore, it is interesting to investigate the gain of using LRR when n is both small 

and large. The sample size is increased with the number of independent variables (p). Many papers show that to obtain 

meaningful results from the LR model, the sample size is needed to be adjusted. Therefore, the number of observations that 

are used in this simulation study is depend on 20p+10, 30p, 40p, 60p, and 100p, respectively [13][17]. 

Criteria for Measuring the Goodness of an Estimator 

The MSE is used as a criterion to measure the goodness of the estimator. It is used to compare the new three 

proposed ridge estimators with other four previously suggested ridge estimators together with the ML estimator. For a 

given values of p, n, and ρ� the set of predictor variables are generated. Then the experiment was repeated 1,000 times by 

generating new error terms. After that the values of the ML estimator, also the previously suggested and the modified ridge 

parameters k and their corresponding ridge estimators as well as the average MSE (AMSEs) are evaluated for each 

estimator. 

Generation of Independent and Dependent Variables 

Following Gibbons (1981), and to achieve different degrees of collinearity, the predictor variables are generated 

using the following equation: 

                                                                                                            (10) 

i = 1,2, … , n , j = 1,2, … , p, ρ�represents the correlation between any two predictor variables and z�5are 

independent standard normal pseudo-random numbers. The n observations for the dependent variable are obtained from the 
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Bernoulli (π�) distribution in Equation (1). The values of the parametersB�, B�, B
, … , Bhare chosen so thatB� = B� = ⋯ =
Bhand∑ BjhjC� = 1, which is common restrictions in many simulation studies; [12].The value of the intercept is another 

important factor since it equals the average value of the log odds ratio. Hence, when the intercept equals zero then there is 

an equal average probability of obtaining one and zero. While, when the intercept is positive then the average value of the 

log odds ratio is positive which means that there is a greater probability of obtaining one than zero. Finally, when the value 

of the intercept is negative the opposite situation occurs which means that there is a greater probability of obtaining zero 

than one. Accordingly, the value of the intercept in the simulation study is chosen to be zero. [13] 

RESULTS AND DISCUSSIONS 

In this section, the main results of the Monte Carlo simulation concerning the properties of the estimation method 

for choosing the ridge parameter have been presented. The results of the simulated AMSEs are summarized in Tables [2-6] 

and Figures [1-10]. Those Tables and Figures show the effects of changing the sample sizes and the correlation coefficient 

values between the independent variables on the performance of ML and different ridge estimators. 

According to our simulation study many conclusion can be drawn on the performance of the ML and different 

ridge modified and previously suggested estimators, these conclusion, can be summarized as follows: 

• Almost all the cases indicates that the ML estimator performs worse than the modified and previously suggested 

ridge estimators except when (n=200 and ρ=0.7) the performance of estimator based on VWX_ was not good. 

• Our first modified ridge estimator based on VWX� perform better than Vk estimator in all cases. 

• The second suggested ridge estimator based on VWX^ as a modification of Vlmn is also performs better than 

estimator based on Vlmn in most cases. 

• Also VWX_ gives much better prediction results comparable with the ML estimator and the other modified and 

previously suggested estimators, this estimator seems to be superior at most of the cases. 

• The estimator based onVWX^is better than the estimator based onVWX�when the correlation is not too high, but with 

the strong correlation the estimator based onVWX�becomesbetter than the estimator based onVWX^. With increasing 

the sample size, the estimators based on VWX� , VWX^are approaching to each other and the difference between them 

becomes small. The generally, estimator based onVWX^ is best in most cases. 

• The ridge estimators that based on the parametersVWX� and Vlmn, have approximately the same results in most of 

the cases. The reason behind that is the VWX�is a modification of the Vk parameter which, in the origin, is a 

modification of the Vlmn parameter. More specifically, when squaring the termY �
�OZ[\US=>?

], that is included 

inVlmnits value approaches to zero and the value of VWX�and the value of Vlmn become the same. 

CONCLUSIONS 

The performance of the three new proposed ridge estimators based onVWX�, VWX^and VWX_ are shown to be better 

than the ML estimator in most of the cases. Our three suggested modifications give better prediction results than the 

previously suggested ridge estimators in most of the cases. Our third suggested ridge estimator that based on the ridge 
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estimator which is proposed by [Schaefer et al. (1984)] looks superior to all the studied ML and ridge estimators as it has 

smaller AMSE in most of the cases. 
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APPENDICES 
 

Table 2: The AMSE of the ML and Different Ridge Estimators,  
           For P=2 and Different Correlation and Sample Size 

 

Table 3: The AMSE of the ML and Different Ridge Estimators,  
           for  P=3 and Different Correlation and Sample Size  
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Table 4: The AMSE of the ML and Different Ridge Estimators,  
          For P=4 and Different Correlation and Sample Size 

 
 

Table 5: The AMSE of the ML and Different Ridge Estimators,  
         For P=5 and Different Correlation and Sample Size 
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Table 6: The AMSE of the ML and Different Ridge Estimators, 
               For P=10 and Different Correlation and Sample Size 

 

 

 

Figure 1: The AMSE of the Ml and Different Ridge Estimators,  
           For P=2, Ρ=0.70, 0.80, 0.90 and 0.95 with Different Sample Size 
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Figure 2: The AMSE of the ML and Different Ridge Estimators, 
           For p=2, n=50, 80, 120 and 200 with Different Correlation 

 

Figure 3: The AMSE of the ML and Different Ridge Estimators,  
          For P=3, Ρ=0.70, 0.80, 0.90 and 0.95 with Different Sample Size 
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Figure 4: The AMSE of the ML and Different Ridge Estimators,  
  For P=3, N=70, 120, 180 and 300 with Different Correlation 

 

Figure 5: The AMSE of the ML and Different Ridge Estimators, For 
                  P=4, Ρ=0.70, 0.80, 0.90 and 0.95 with Different Sample Size 
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Figure 6: The AMSE of the ML and Different Ridge Estimators, For 
            P=4, N=90, 160, 240 and 400 with Different Correlation 

 

Figure 7: The AMSE of the ML and Different Ridge Estimators, For 
                   P=5, Ρ=0.70, 0.80, 0.90 and 0.95 with Different Sample Size 
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Figure 8: The AMSE of the ML and Different Ridge Estimator, For 
               P=5, N=110, 200, 300 and 500 with Different Correlation 

 

 

Figure 9: The AMSE of the ML and Different Ridge Estimators, For 
        P=10, Ρ=0.70, 0.80, 0.90 and 0.95 with Different Sample Size 
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Figure 10: The AMSE of the ML and Different Ridge Estimators, For 
         P=10, N=210, 400, 600 and 1000 with Different Correlation 




